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A B S T R A C T

Modern micro-production processes demand fast and robust inspection techniques up to 100% inspection rates.
For instance, a fast acquisition of the objects surface in the needed precision and density can be realized by
optical measurement systems. In order to extract the relevant geometric quantities from the surface data of
prismatic workpieces, the measured data points need to be assigned to the nominal geometric primitives, e. g.
cylinder, plane or sphere. For this purpose, an automatable algorithm is desired, which assigns all measured
points to the corresponding geometric elements and minimizes the measurement uncertainty. Such an optimal
segmentation routine of combined geometric data can either be performed by rating neighboring measurement
points based on their curvature or by a holistic approximation. Whereas the first approach is sensitive to noisy
data and not able to distinguish between spheres and cylinders with certain radii, the holistic approximation in
combination with further statistical methods promises an automatic detection of outliers.

In order to analyze the achievable measurement uncertainty with the holistic approximation approach for an
object geometry composed by three-dimensional base elements (cylinder, torus, plane), the method is applied to
determine the geometric features of micro deep-drawing dies. For verification, the measured geometry of the
object is simulated including uniformly distributed noise within a range of± 2.5 μm. As a result, the determined
radius of the cylinder (defined to 412 μm) has a standard uncertainty due to random errors below 11 nm and an
uncertainty due to systematic errors less than 1.1 nm. Furthermore, real tactile measurement data are evaluated
to validate the holistic approximation. In comparison to certified analysis software, which requires a manual
segmentation, the results show differences below 0.25 μm for the cylinder diameter. The increased measurement
deviations are caused by assumptions of the model-based evaluation, which is essential for the automated data
processing. However, the achievable uncertainty qualifies the holistic approximation for a robust and automated
evaluation of geometric tolerances in the field of micro-production.

1. Introduction and state of the art

Modern production techniques enable the precise manufacturing of
parts and, thus, promote the demand for high quality products. Proving
the quality on high levels raises the requirements for both the acqui-
sition and the evaluation of quality features. At the same time, in-
creasing production rates demand fast and robust inspection techni-
ques. Even in mass production, the trend goes towards a 100%
inspection rate. The field of micro-production additionally increases the
requirements for measurement systems due to the handling and the
fragility of micro products. A general challenge are size effects [1],
which exemplary occur on a physical-technical level by an increased
ratio of surface to volume [2]. Especially the material properties are
changing with decreasing dimensions. In micro-forming, for example,
under certain boundary conditions the process forces increase with the

grain size [3]. This is in contrast to the theory of metal forming in
macro dimensions (Hall-Petch-relation) [4]. Therefore, not only the
geometric inspection of the produced parts is important, but also the
dimensional characterization of micro-forming tools in order to analyze
process mechanisms and to optimize friction effects. Furthermore, an
automated characterization of geometric features is also important for a
closed-loop control of micro-production processes [5].

In terms of dimensional metrology, a fast acquisition of the parts
surface in the needed precision and density can only be realized by
optical measurement systems. Several measuring approaches exist, but
the automatic data evaluation is still challenging. The methods can be
roughly divided into 3 fields of application:

1. The evaluation of free-form surfaces, which requires a registration of
the measured points to a reference model, e. g. by the Iterative
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Closest Point (ICP) algorithm [6], and a comparison to the nominal
or CAD data. A good survey regarding the metrology of freeform
shaped parts is summarized in Ref. [7].

2. The separation of different orders of shape deviations for data ac-
quired by high definition metrology. For example, entropy, contrast
and correlation techniques [8] or shearlet-based methods [9] can be
used to separate roughness, waviness and form portions of a tech-
nical surface.

3. The evaluation of prismatic workpieces, which requires an assign-
ment of the actual measurands to the nominal geometric primitives,
e. g. cylinder, plane, sphere and torus.

The application of this work is related to the third field. Therefore,
the following paragraphs focus on methods to assign the measured
points to geometric objects.

In macro dimensions, the assignment is often performed by using
the nominal data and an alignment of the measured points. This is a
standard procedure and part of the measurement strategy [10], espe-
cially for tactile measuring systems. In most practical applications, this
procedure implies neglecting points close to edges of the feature or in
the area of intersecting elements. Depending on the number of mea-
sured points, which can be rather low for micro-features, and the
fraction of the measured feature (Fig. 1), the minimal achievable
measurement uncertainty is not attained [10–13].

The example in Table 1 illustrates the increasing uncertainties of the
center and the diameter of a circle, respectively, with decreasing ac-
quired points on the full circumference. The second example in Fig. 1
demonstrates the further increasing diameter uncertainty with de-
creasing central angle of the arc, on which 12 acquired points are dis-
tributed.

In addition, Fig. 2 demonstrates the effect of wrongly assigned
points: The measuring data of a cross section is simulated for a micro
feature (combination of a line, a circle and another line), acquired with
25 points per mm. In this dimensions, a quarter of a circle (radius
r= 153.0 μm) is acquired with only 6 points. With a simulated un-
certainty (uniformly distributed noise in normal direction within a
range of 0.9 μm) the approximation of all 6 acquired circle points de-
livers a radius of 152.8 μm whereas a circle approximation of the 6
circle points together with a neighboring point on each of the lines
calculates a radius of 155.0 μm. As a result, the approximation of the
correct points leads to a measurement deviation (to the nominal value)
of 0.2 μm, whereas the inclusion of only 2 wrongly assigned points
increases the deviation by one decade. Thus, for a fast production of
high quality micro products, an automated procedure is necessary,
which optimally assigns all measured points to the corresponding
geometric elements.

Two approaches exist for a general automated segmentation of
combined geometric data:

1. Methods for the reverse engineering of unknown surfaces,
2. Model-based approaches for geometric feature extraction.

In the first field, the methods can be divided into edge-based or face-
based methods. A good summary is provided in Ref. [14]. One example
is rating neighboring measurement points based on their curvature and
assigning them to corresponding geometric elements [15]. This method
can provide very accurate solutions under certain conditions, but it is
sensitive to noisy data and not able to distinguish between spheres and
cylinders with certain radii.

In the second field, a model-based holistic approximation can
evaluate a composed set of data in a single approximation task [16]. By
the definition of separating functions, an optimal assignment of the
measurement points to the corresponding geometric elements (seg-
mentation) can be carried out simultaneously. The application for a
planar line-circle-line profile is presented in Ref. [17]. A 3D application
to evaluate the geometry of micro deep-drawing punches as a

Fig. 1. Uncertainty uD of the approximated circle diameter depending on the distribution of 12 points on the circumference normalized by the uncertainty for a fully
acquired circle ( = ∘α 360 ) [12].

Table 1
Uncertainties U U,x D (confidence level P=95%) for the center and the dia-
meter, respectively, approximated for different numbers of equidistant points n
on a full circle, valid for independent and uniformly distributed deviations,
normalized to the standard deviation =s 1 [12].

points n Center U s/x Diameter U s/D Points n Center U s/x Diameter U s/D

4 8.98 12.70 20 0.67 0.95
5 2.72 3.85 50 0.40 0.57
6 1.84 2.60 100 0.28 0.40
10 1.06 1.50 1000 0.09 0.13

Fig. 2. Simulated measuring data of a profile, combined of a line (dots), a
quarter circle (radius: 153 μm, crosses) and another line (dots), acquired with
25 points per mm.
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composition of a cylinder, a torus and a plane is presented in Ref. [18],
and an application for the automatic evaluation of involute gears flanks
is described in Ref. [19]. A combination with statistical methods also
enables the automatic detection of outliers [20], which particularly
qualifies this method for the evaluation of noisy optical data. Compared
to other approaches, like the point to surface assignment of planes of a
hexahedron by bounding boxes [21], the holistic approximation is a
universal approach, which is, in general, neither limited to special ap-
plications nor geometric object classes.

While the holistic approximation was implemented and evaluated in
terms of stability and convergence, depending on the start-solution, the
assessment of the uncertainty of the approximated parameters for micro
features is still pending. For this reason, the aim of the article is to
characterize the uncertainty of geometric features of micro deep-
drawing dies, evaluated in 3D for the first time with the holistic ap-
proximation. Section 2 introduces the method and the application. In
section 3, the results of the verification are presented, and in section 4
the approach is validated by means of experimental data and a re-
ference evaluation. Section 5 closes the article with a conclusion and an
outlook.

2. Method and application

Deep-drawing is a manufacturing process in which one part of the
tool (punch) draws sheet material into the borehole of another tool part
(drawing die) [22]. In micro production, several geometric features of
these two tool parts influence the quality of the product as well as the
boundaries of the process [23,24]. Due to the tool dimensions of a
micro deep-drawing die (outer diameter: ca. 40mm), the handling and
the tactile measurement (see Fig. 3) can be performed with state of the
art methods. Therefore, the measurement and evaluation of geometric
features of this tool is an adequate application to analyze and validate
the holistic approximation in terms of the achievable measurement
uncertainty.

The surface to be characterized is a combination of a cylinder with
radius rc, a (quarter) torus with wall radius rw and a plane. A cross
section of the axially symmetric tool is presented in Fig. 4.

The detailed principle of the holistic approximation is described in
Refs. [16–18]. For the combination of cylinder, torus and plane, the
approximation is performed by minimizing the L2-Norm
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where ncyl, ntor and npla are the numbers of points assigned to the cy-
linder, the torus and the plane, respectively. A single point has the
index i, and its orthogonal distance to the assigned geometric element is
di. During the approximation, not only the degrees of freedom

(transformation →ap and shape parameters →ag) are optimized, but also
the assignment of the measurement points to the geometric elements.
That implies that the numbers of elements in Eq. (1) are varying during
the iterative calculation. The geometric assignment itself is based on a
geometric model, which is presented in Fig. 5. It consists of a cylinder
with radius rc, whose axis represents the z-axis, a torus in the x-y-plane
with wall radius rw and ring radius = +r r rr c w as well as a plane parallel
to the x-y-plane at = −z rw. This model contains certain geometric
constraints, e. g. a coaxiality of the cylinder and the torus axis, which
are again perpendicular to the plane, as well as tangential transitions
between all elements. These constraints result from the workpiece de-
sign and reduce the degrees of freedom to five transformation para-
meters → =a x y z φ φ[Δ , Δ , Δ , , ]p x y and two shape parameters → =a r r[ , ]g c w .
As the geometry is axially symmetric, the rotation φz around the z-axis
remains disregarded.

Out of the geometric model, the decision rules shown in Fig. 6 are
derived and implemented in the algorithm. All transformed points with
a positive z-coordinate belong to the cylinder. The remaining points are
distinguished by their polar radius, points with a radius > +r r r( )i c w
are assigned to the plane, and the residual points are assigned to the
torus.

Fig. 3. Micro deep-drawing die with borehole radius <r 0.5c mm during a
tactile measuring process with a ball probe (diameter: 0.6 mm).

Fig. 4. Cross section of deep-drawing tool with cylindrical borehole with radius
rc and drawing edge with radius rw.

Fig. 5. Drawing die composed from geometric primitives in the workpiece
coordinate system (WCS) with segmentation elements according to the geo-
metric model.

Fig. 6. Decision rules for assigning the measured points to the geometric pri-
mitives.
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3. Verification

For the verification of the algorithms, the geometry of the mea-
suring object was simulated as a combination of a cylinder, a torus and
a plane. The cylinder radius was defined to =r 412c,0 μm and the wall
radius of the torus was =r 126w,0 μm. These dimensions were chosen
according to the application. The cylinder was formed by 300,000
equidistant points, the torus by approximately 100,000 points and the
plane by 379,000 points. All three elements were superimposed with a
uniformly distributed noise in normal direction of the nominal surface
with different ranges −a a[ /2, /2]e e in seven steps between = …a 0.0 5.0e
μm. Each case was simulated =n 100 times and automatically eval-
uated by the holistic approximation. The results of the holistic ap-
proximation of the simulated data are presented in Fig. 7.

To analyze systematic deviations, a one sample t-test is performed
with the hypothesis that the approximated radii are equal to the si-
mulated values ( = − =δr r r 0c c c,0 and = − =δr r r 0w w w,0 ). The required
coverage factors

= =t δr n
σ

t δr n
σ

· , ·
c

c

c
w

w

w (2)

are calculated for the mean radius deviations = −δr r rc c c,0 and
= −δr r rw w w,0, respectively, based on the mean approximated radii of

the cylinder rc and the torus rw. The maximum value for the cylinder
radius is =t 0.48c max, , whereas it is =t 2.05w max, for the torus radius.
According to the t-distribution for a probability of 98% ( =α 0.02) and a
degree of freedom of = − =f n 1 99, the critical value is =t 2.364crit . As
both calculated coverage factors are below this critical value, it can be
stated that the verification results dont disagree the hypothesis with a
probability of error of 2%. Thus, it can be assumed that no systematic
influence within the holistic approximation leads to significant devia-
tions of both approximated radii.

The random deviations can be characterized by the standard de-
viations of the calculated radii. Fig. 7 b shows the standard deviations
of the approximated cylinder and torus radii, σc and σw, respectively,
normalized by the ranges of noise ae. It can be clearly seen that the
normalized standard deviations are nearly constant, which means the
uncertainty of the algorithm is directly scaled by the range of uniformly
distributed noise. The random deviations of the torus are 2 orders of
magnitude higher than those of the cylinder radius. One part of this
increased uncertainty of the torus radius can be explained by theore-
tically increased uncertainties for the approximation of partial geo-
metric objects [10–13]. The theoretical example in Fig. 1 estimates a
factor of 8.7 for the uncertainty of the radius of a quarter circle com-
pared to a full circle. Other reasons for the increased standard deviation
of the torus radius are the number of evaluated points and effects of
non-optimal segmentation. The torus was simulated with approxi-
mately 100,000 points, which is only a third of the number of points on

the cylinder. Therefore, the relation between a certain number of
wrongly assigned points and the total number of points for the torus is
higher than for the cylinder. As a result, the determination of the torus
radius is more sensitive to wrongly assigned points than the determi-
nation of the cylinder radius. This sensitivity of the torus radius is also
confirmed by the results of the manual reference torus evaluation (cf.
Fig. 9), whose standard deviation =σ 15.8r w, μm is two orders of mag-
nitude higher than the certified uncertainty of the cylinder radius re-
ference evaluation (0.1 μm). Nevertheless, for both parameters the
standard deviation is only a fraction of the initial amplitude of noise. In
absolute numbers, the standard deviation of the cylinder radius is

<σ 11c nm in this simulation, while the standard deviation of the torus
radius is <σ 2.26w μm.

4. Validation with experimental data

The experimental data [dataset] [25] for validating the algorithms
was acquired with a coordinate measuring machine (CMM) with a
maximum permissible volumetric probing error of =P 0.9MPE μm, using
a probe with 600 μm diameter. A CMM was used, as no traceable optical
measurement system is available at the moment to acquire the surface
with a comparable low uncertainty. The measurement procedure is
shown in Fig. 3. At five different tools with nominal borehole diameters
between 820 and 870 μm and die radii between 0 and 300 μm, 72 cross
section profiles in planes parallel z were measured in scanning modus
with a point density of 500 points/mm, resulting in approximately
122,000 measured points in total.

The measured data was evaluated in two ways, by the holistic ap-
proximation and as reference manually by means of certified analysis
software (GeoMagic Control 2015.0.0.194), respectively. Within the
reference software, the cylinder points have to be selected manually
prior to the approximations (Fig. 8). The processing time of one dataset
takes a few seconds with the holistic approximation and can be reduced
to 0.25 s under certain conditions, whereas it takes several minutes with
the reference software due to the manual interaction. As the reference
software does not provide the possibility to approximate a torus, the
radius of the circle was measured in 4 cross sections. The measurement
was repeated 10 times in each cross section, because the circle radius is
quite sensitive with respect to the manual selection of the circle points
(see Fig. 9).

For the reference software, the numerical uncertainty of an ap-
proximated cylinder radius is certified by the German National
Metrology Institute (PTB, Physikalisch-Technische Bundesanstalt)
below 0.1 μm. A torus approximation is not provided, but the wall ra-
dius of the torus can be estimated by a circle approximation in a cross
section. The maximum standard deviation of the reference torus radius
was estimated to =σ 15.8r w, μm, resulting from the manual measure-
ments in 4 cross-sections per tool each with 10 repetitions.

Fig. 7. Approximation results for simulated data with different ranges of noise ae: a) mean values of the radius deviations for cylinder = −δr r rc c c,0 and torus
= −δr r rw w w,0 with standard errors; b) standard deviations of the approximated radii of cylinder σc and torus σw, normalized by the ranges of noise ae.
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The results of the holistic approximation are presented in Fig. 10 in
comparison to the reference evaluation. In order to analyze systematic
influences for the cylinder evaluation, the deviations between the hol-
istic approximated radii and those evaluated with the reference soft-
ware are compared to the uncertainties of both algorithms. The un-
certainty of the holistic approximation is estimated by the standard
deviation σc =2.1 nm for the cylinder approximation of simulated data
for a range of noise of 1 μm, which corresponds to the probing error of
the used CMM. Taking into account the certified uncertainty of the
reference evaluation (0.1 μm), the residual deviations of up to 0.15 μm
can not be explained by the confidence interval resulting from σc and a
coverage factor k=3 for 4 out of 5 measured data sets. Although all
deviations are below 0.25 μm, the majority of the results do not agree
with a high statistical probability. Thus, the holistic approximation of
the cylinder radius contains systematic deviations, which are mainly
caused by the geometric modelling. The explanation is provided by an
example at the end of this section.

In order to analyze the systematic influences for the torus evalua-
tion, the deviations between the holistic approximated radii and those
evaluated with the reference software are again compared to the un-
certainties of both algorithms. As the results are not as obvious as for
the cylinder radius, a two-sample means test with inhomogeneous
variances [26] was performed in this case. The error bars of the torus
radius deviations rΔ w in Fig. 10 represent the confidence interval
−U U[ , ], with

= +U
σ
n

σ
n

t·w

h

r w

r

2
,

2

(3)

for a significance level of 95%. Here, =σ 0.4w μm is the standard de-
viation for the holistic approximation (estimated from nh =100 si-
mulations with a noise range =a 1e μm), σr w, is the standard deviation
of the reference torus radius, nr the number of manual measurements in
the reference software and t is the coverage factor of the t-distribution
(degree of freedom: 39). It can be clearly seen in Fig. 10 that the case of

no deviation ( =rΔ 0w μm) is only included in 2 out of 5 tool mea-
surements. Thus, also the holistic approximation results for the torus
radius do not agree in all cases with the reference evaluation. The
causes for these large deviations are again systematic effects, but in
both evaluations (holistic approximation as well as reference software).
The systematic effects are partly visible in Fig. 9. On the one hand, the
torus shows a certain shape deviation, which leads to different radii in
different cross sections. On the other hand, the approximation of a
partial feature (quadrant) is afflicted with an increased uncertainty,
which is confirmed by the increased standard deviation of the manual
reference circle (torus cross-section) measurements.

In general, the raised deviations compared to the simulative ver-
ification are mainly caused by

• deviations between the real surface and the geometric model
(nominal geometry),

Fig. 8. Cylinder approximation with reference software after manual segmentation (tool number 4).

Fig. 9. Repeated manual circle approximation in 2 cross sections within the y-z-plane with the reference software (tool number 4).

Fig. 10. Deviations of cylinder radius rΔ c and torus radius rΔ w, evaluated with
the holistic approximation compared to the reference software results. The
error bars of the torus radius represent the confidence interval −U U[ , ] ac-
cording to equation (3).
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• the additional numerical uncertainty of the values calculated by the
reference software.

The first effect is a systematic influence and can be illustrated by the
following example: The geometric model is based on the design speci-
fications and assumes a coaxiality of cylinder and torus. If the pro-
duction process of the workpiece delivers an increased coaxiality de-
viation (cf. Fig. 11 a), the degrees of freedom of the holistic
approximation do not allow a certain shift or tilting of the combined
objects. Therefore, the ideal alignment leads to higher residual dis-
tances of both (combined) objects, weighted by the numbers of points
assigned to each of the objects. The number of points assigned to the
cylinder is about 50,000, and the number of torus points is about
23,000. An increasing torus radius deviation for increasing tilt angles αe
is visible in Fig. 11 b as a result of a holistic approximation of simulated
data with a noise range =a 1.0e μm. In the same simulation, no sig-
nificant influence can be observed for the cylinder radius. The max-
imum torus radius deviation of 27.1 μm within the validation (cf. tool
number 1 in Fig. 10) can be explained by the almost linear relation in
Fig. 11 b with a tilt angle αe =1.8°. Thus, it is reasonable to quanti-
tatively explain the higher systematic deviation of the torus radius
compared to the cylinder radius by a coaxiality deviation.

5. Conclusion and outlook

This contribution characterizes the uncertainty of geometric fea-
tures of micro deep-drawing dies, evaluated in 3D for the first time with
the holistic approximation. The holistic approximation allows for an
automated dimensional analysis of prismatic surface data, whereat the
surface can be a combination of different simple geometric base bodies
(like cylinder, plane, torus, etc.). The assignment of the measured
points to the corresponding objects is based on a parametric geometry
model, which defines the degrees of freedom of the least-squares ap-
proximation. Processing times down to 0.25 s can be reached with the
holistic evaluation, enabling the inspection of up to 240 parts per
minute.

The verification of the holistic approximation was successful. As a
result, the radius of the cylinder (defined to 412 μm) has a standard
uncertainty due to random errors below 11 nm and a standard error due
to systematic effects less than 1.1 nm. The uncertainties of the torus are
higher due to a smaller number of points and the fact that the element is
incomplete. Furthermore, real tactile measurement data was evaluated
with the holistic approximation. In comparison to certified analysis
software, which requires a manual segmentation, the results show dif-
ferences below 0.25 μm for the cylinder diameter and up to 27 μm for
the torus wall diameter. The increased measurement deviations

compared to the verification with simulated data are systematic effects
and mainly caused by the assumptions of the model-based evaluation,
which is essential for an automated data processing. However, the
geometric model could be adapted to the boundary conditions, if
meaningful. In this case, it has to be proven individually whether an
increased number of degrees of freedom decreases the uncertainty, as a
higher number of free parameters could otherwise negatively affect the
convergence of the algorithms. Essentially, the proven achievable un-
certainty validates the holistic approximation for a robust and auto-
mated evaluation of geometric tolerances in the field of micro-pro-
duction.

The actual implementation of the holistic approximation limits the
evaluation to combinations of geometric base bodies, e. g. plane,
sphere, cylinder, torus. The future evaluation of combined complex
geometries, e. g. ellipses, parables or other implicitly formulated ob-
jects, requires an extension by a root point iteration [27]. Furthermore,
an approximation by the maximum norm can be implemented [28] to
evaluate shape deviations of the individual geometric elements.
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